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Why we delegate
1.  Data Volume (inc. dimensionality)

2.  Time Pressure
…

3.  Both! 



How we delegate…



How we delegate:
1. DATA PROCESSING

Before After Difference



How we delegate:
2. BASIC STATS & CONDITIONS



How we delegate:
3. COMPUTER VISION

CNN input

Wallpaper Diff.

Score between 0 (bogus) and 1 (real)

<0.2 → Garbage



How we delegate:
4. RANKING ALGORITHM



How we delegate:
5. Large Language Models

Writing Code Searching 
Literature



How we delegate
1. Data Processing
2. Basic Stats and Conditions
3. Computer Vision
4.  Ranking Algorithm
5. Large Language Models



How we delegate
1. Data Processing
2. Basic Stats and Conditions
3. Computer Vision
4.  Ranking Algorithm
5. Large Language Models

Increasing
Complexit

y



The Problems
Tech Debt
How hard will it be to maintain a tool/pipeline/method?

Intellectual Debt
How much skill and information do you forsake?

Sovereignty
How much data and skill is controlled by someone else?



Science is

Reproducible
Falsifiable

Aware of biases



Our shared responsibility

Science is

Reproducible
Falsifiable

Aware of biases



My research ethics

1. Software is only open if the data is open
Especially when training algorithms, data is everything, including the way that data has 
been cleaned and handled.



My research ethics

2. Use the simplest solution that works
Whenever we create a new tool and add it to our scientific process, that tool has to be 
maintained and updated (tech debt) but it also has to be understood so that the data 
that it generates or currates is understood with all its caveats (intellectual debt). The 
more complex the algorithms, the fewer people understand it, making it harder to ensure 
scientific rigour. To minimise this issue, I will always use the simplest tool/algorithm that 
produces sufficient performance for success.



My research ethics

3. If it works but I don’t understand it, it does not work
Complex methods have a lower barrier to entry for non-specialists now because they are 
more user friendly and LLMs like Chat gpt or Claude can help get code that runs without it 
being understood. It can be tempting to apply a new complex algorithm especially if it 
looks like it works, but as scientists we have to test our tools thoroughly and we cannot 
do that if we do not understand them or their caveats.



Stay 
Passionate 
Stay Skeptical
Stay Curious

A computer can help you do the science, 
but it can’t understand it for you


